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In this talk, I will argue that future developments in sentiment analysis

need to be grounded in linguistic knowledge (and also extra-linguistic infor-

mation). In particular, discourse and pragmatic phenomena play such an

important role in the interpretation of evaluative language that they need

to be taken into account if our goal is to accurately capture sentiment. I

will show that processing evaluative language requires different linguistic

levels of interpretation:

• From words to sentences: Focusing on lexical semantics of evaluative

expressions and sentiment composition.

• From sentences to discourse: Focusing on the study of the role of

discourse structure to sentiment analysis.

• From discourse to pragmatic inferences: Focusing on implicit evalua-

tions, figurative language, and intention detection.

The results show that incorporating linguistic insights, discourse infor-

mation and other contextual phenomena, in combination with the statis-

tical exploitation of data can result in an improvement over approaches

which take advantage of only one of those perspectives (Benamara et al,

2017;Chardon et al, 2013;Cadilhac et al, 2013;Karoui et al, 2015).
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